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(57) ABSTRACT

A system for classifying moving objects during video-based
surveillance comprising: capturing a silhouette image of a
moving object, resizing the captured image, computing an
average height to width ratio and a center of gravity for the
object in the resized image, dividing the resized image, com-
paring the average height to average width of the object and
further comparing the variance of center of gravity with a
predetermined threshold value to classify the object in the
captured silhouette into predetermined classes.
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1
SYSTEM AND METHOD FOR
CLASSIFICATION OF MOVING OBJECT
DURING VIDEO SURVEILLANCE

CROSS-REFERENCE TO RELATED
APPLICATIONS AND PRIORITY

The present application claims priority to Indian Patent
Application No. 2162/MUM/2010, filed on Jul. 29, 2010, the
entirety of which is hereby incorporated by reference.

FIELD OF THE INVENTION

The present invention relates to a system and method for
video surveillance. More particularly, the invention relates to
a system and method for classification of moving object dur-
ing the video surveillance.

BACKGROUND

It is quite strenuous to have manual surveillance around the
clock in sensitive areas. Even with video cameras fitted in
most of the places where security is a concern, the volume of
the data generated by video is so enormous that it might
demand prohibitively large data storage requirements.

The word surveillance may be applied to observation from
a distance by means of electronic equipment such as CCTV
cameras. Surveillance is useful to private and government
security agencies to maintain social control, recognize and
monitor threats, and prevent/investigate, trespassing and
criminal activities. The video surveillance is literally used
everywhere including in sensitive areas and like airports,
nuclear power plants, laboratories, banks. It is also used at
traffic signals, streets, doors etc. Organizations responsible
for conducting such surveillance typically deploy a plurality
of'sensors (e.g., Closed Circuit Television Video (CCTV) and
infrared cameras, radars, etc.) to ensure security and wide-
area awareness.

In the current state of the art, the classification of the
moving object during the video surveillance into predefined
classes like human, animal (cattle) and vehicle is done by
different processes.

The techniques used in the prior arts like temporal difter-
encing, background subtraction, optical flow, use of motion
detection mask, periodic motion and image correlation
matching for the classification of the moving object in to
predetermined classes are computationally expensive and
require more memory space for storing and analyzing
sequence of frames in the video containing object of interest.

As compared to the prior arts, the proposed the system and
method for classification of moving objects in the video sur-
veillance into predefined classes, using a computationally
inexpensive method which is more economic, using simple
logic for discriminating objects during video surveillance,
utilizing less memory storage space avoiding the storage of
frames and utilizing less memory storage space while com-
puting discriminatory feature.

OBIECTIVES

The principle object of the present application is to propose
a system and method that can classify any moving object
during video surveillance into predefined classes.

Another significant object of the application is to use a
simpler logic and computationally economic method for the
classification of moving objects during video surveillance.
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Another object of the application is to store only the set of
center of gravities computed from the sequence of the frames
for variance computation thereby requiring lesser memory
space.

Yet another object of the application is to provide a system
and method for classification of moving objects in the video
surveillance which is computationally inexpensive.

SUMMARY

Before the present methods, systems, and hardware
enablement are described, it is to be understood that this
invention in not limited to the particular systems, and meth-
odologies described, as there can be multiple possible
embodiments of the present invention and which are not
expressly illustrated in the present disclosures. It is also to be
understood that the terminology used in the description is for
the purpose of describing the particular versions or embodi-
ments only, and is not intended to limit the scope of the
present invention which will be limited only by the appended
claims.

The present invention provides a system for classifying
moving objects during video based surveillance comprising:
a) at least one video capturing means configured to capture a

silhouette image of a moving object falling within the

operating range of video capturing means;
b) a means for storing the program instructions that are con-
figured to cause the processor:

1) to resize the captured silhouette image, wherein a resiz-
ing scale factor of the silhouette image is calculated by
using the dimensions of an upper half of the captured
silhouette image;

ii) to compute an average height to width ratio and center of
gravity of the object in the resized silhouette image,
wherein the center of gravity is calculated by using only
the upper half of the object;

iii) to divide the lower half of the captured image into two
parts by a vertical line through the center of gravity and
analyze one of the lower half and calculate the variance
of center of gravity;

iv) to compare the average height to average width of the
object and further comparing variance of center of grav-
ity with the predetermined threshold value;

v) to classify the object in the captured silhouette into
predetermined classes, wherein the classification is done
on the basis of the calculated values of average height,
average width and variance of center of gravity.

BRIEF DESCRIPTION OF THE DRAWINGS

The foregoing summary, as well as the following detailed
description of preferred embodiments, are better understood
when read in conjunction with the appended drawings. For
the purpose of illustrating the invention, there is shown in the
drawings example constructions of the invention; however,
the invention is not limited to the specific methods and system
disclosed.

In the drawings:

FIG. 1 shows an arrangement of video cameras and their
operating range.

FIG. 2 illustrates the lower left half of a captured silhouette
image.

FIG. 3 shows a flowchart for a system and method for
classification of moving object during video surveillance into
human, cattle and vehicle.

FIGS. 4A-4C illustrate the classification of a moving
object during video-based surveillance.
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FIGS. 5A-5C illustrates a classification process for a mov-
ing two-wheeler vehicle undergoing video surveillance.

FIGS. 6 A-6C illustrates a classification process for a mov-
ing vehicle undergoing video surveillance.

DETAILED DESCRIPTION

Some embodiments of this invention, illustrating all its
features, will now be discussed in detail.

The words “comprising,” “having,” “containing,” and
“including,” and other forms thereof, are intended to be
equivalent in meaning and be open ended in that an item or
items following any one of these words is not meant to be an
exhaustive listing of such item or items, or meant to be limited
to only the listed item or items.

It must also be noted that as used herein and in the
appended claims, the singular forms “a,” “an,” and “the”
include plural references unless the context clearly dictates
otherwise. Although any systems and methods similar or
equivalent to those described herein can be used in the prac-
tice or testing of embodiments of the present invention, the
preferred, systems and methods are now described.

The disclosed embodiment is merely exemplary of the
invention, which may be embodied in various forms.

Silhouette: is a side view of an object or scene consisting of
the outline and a featureless interior, with the silhouetted
object.

Center of gravity: The average co-ordinate of the region of
interest or the binary image under consideration in the context
of image processing.

Surveillance: is the monitoring of the behavior, activities,
or other changing information, usually of people and often in
a surreptitious manner. It most usually refers to observation of
individuals or groups by government organizations, but dis-
ease surveillance, for example, is monitoring the progress of
a disease in a community.

Video capturing means: is a means for capturing video. It
can be avideo camera, closed-circuit television (CCTV) cam-
era or IP camera.

Processing system: is the system in accordance with the
present invention, wherein each camera has its associated
processing system for analysis of a captured image and for
classification the moving object coming in the operating
range of the video surveillance.

The present invention provides a system for classifying
moving objects during video based surveillance comprising:
at least one video capturing means configured to capture a

silhouette image of a moving object falling within the

operating range of video capturing means;

a means for storing the program instructions that are config-
ured to cause the processor:

to resize the captured silhouette image, wherein resizing scale
factor of the silhouette image is calculated by using the
dimensions of upper half of the captured silhouette image;

to compute an average height to width ratio and center of
gravity of the object in the resized silhouette image,
wherein center of gravity is calculated by using only the
upper half of the object;

to divide the lower half of the captured image into two parts
by a vertical line through the center of gravity and analyze
one of the lower halfand calculate the variance of center of
gravity;

to compare the average height to average width of the object
and further comparing variance of center of gravity with
the predetermined threshold value;

to classify the object in the captured silhouette into predeter-
mined classes, wherein the classification is done on the
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basis of the calculated values of average height, average

width and variance of center of gravity.

In accordance with an exemplary embodiment, at least four
video capturing means hereon called as camera placed on the
circumference of the area to be covered as shown in FIG. 1 so
as to ensure that at least one of the four cameras captures the
silhouette of a moving object.

The processing system (not shown) is attached each cam-
era, so as to enable each camera to analyze the captured
silhouette image and to classify the moving object falling in
the operating range of the video surveillance as shown in FI1G.
1, wherein each camera is capable of processing the captured
frames independently and aid in the final decision regarding
classification of the moving object into predetermined classes
like human, cattle and vehicle. Further the system can option-
ally sound an alarm as and when an object of interest that is a
human, vehicle or cattle comes into the field of surveillance.

The processing system can be a specific purpose computer
in which a means for storing the program instructions that are
configured to cause the processor to perform tasks like: resiz-
ing the captured image, computing average height to width
ratio and center of gravity for the object in the resized image,
and comparing the average height to average width of the
object and further comparing variance of center of gravity
with the predetermined threshold value to classify the object
in the captured silhouette into predetermined classes.

In general, a large memory storage space is required in the
video surveillance system. If there is no constraint on
memory storage space requirements, complete video record-
ings of the particular area under surveillance could be stored.
However, it is difficult to look through (analyze) the entire
recording to retrieve the relevant frames in which the object of
interest is captured, in contexts that require analysis of the
video sequence, for example, investigation of crimes. The
invention presented herein could be used in such scenarios in
order to extract those frames that contain objects of interest
from the stored video stream.

The system and method proposed herein is meant for clas-
sifying the moving object that is being tracked in a video
stream.

Inaccordance with FIG. 3, amoving object coming into the
operating range of the video surveillance system is tracked.
The tracking of the moving object could be carried out using
any one of the methods known in the state of art. Each camera
in the surveillance system will try to capture a silhouette
image of the moving object. As one processing system is
connected to each of the four cameras, the four different
cameras would extract the same set of parameters of the
moving object in operating range.

For the camera which does not manage to capture a silhou-
ette image of the moving object, the processing system asso-
ciated with that particular camera will automatically with-
draw from the decision process. If a human or a cow comes in
the field of view, in such a scenario, the silhouette based
processing system would participate in the decision process.
If a vehicle comes in the field of view both silhouette and
non-silhouette based processing systems would participate in
the decision process.

The silhouette image of the moving object captured by at
least one camera is divided into two parts namely an upper
half and a lower half. The captured silhouette image is
resized, wherein a resizing scale factor of the captured sil-
houette image is calculated by using the dimensions of the
upper half of the captured silhouette image. This is to ensure
that the movements as reflected in the lower half do not
influence the resizing scale. The entire image is resized based
on this scale factor. After resizing the captured silhouette
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image, an average height to width ratio of the object in the
resized silhouette image is calculated. Further, the center of
gravity of the object in the resized silhouette image is calcu-
lated, wherein the center of gravity is calculated by using only
the upper half of the object. A vertical line through the center
of gravity divides the lower half of the captured image into
two parts namely lower left half and lower right half.

The processing system further analyses one of the lower
halves and calculates the variance of center of gravity,
wherein the variance of center of gravity means the change in
position of the part of object in the said lower half of the image
with respect to the center of gravity of the said object. The
discriminatory information used herein is based on the nature
of the oscillation of the center of gravity of the object in the
lower left half (LLH). It is sufficient to consider frames typi-
cally at arate 1 frame/sec. The center of gravity of the object
in the LLH is computed for particular number of consecutive
frames. The mean and variance of the center of gravity (CG)
are computed. Due to the swing of the legs exhibited by the
nature of human walk, center of gravity variance will be very
large. However, for vehicles, the center of gravity variance is
insignificant, as the rotation of the wheels does not affect the
position of the center of gravity. The nature of the leg move-
ment of the cattle gives rise to a center of gravity variance
which will be much larger than that of the vehicle.

The classification of the object in the video surveillance is
done by a logic in which the ratio of average height to width
of the object is compared with the value one and variance in
center of gravity is compared with a predetermined threshold
value. The logic used while taking decision about the classi-
fication of the object captured in the silhouette image is as
below:

Decision Logic

If H/W>1 and CG Variance>Threshold
Decision—HUMAN ‘SILHOUETTE’
If H/W<1 and CG Variance>Threshold Decision—CATTLE
‘SILHOUETTE’
If H/'W<1 and CG Variance<Threshold Decision—VE-
HICLE (‘SILHOUETTE’ or ‘NON-SILHOUETTE’)
If H/W>1 and CG Variance<Threshold Three possibilities:
HUMAN—NON-SILHOUETTE
CATTLE—NON-SILHOUETTE
VEHICLE—NON-SILHOUETTE
This particular camera based system withdraws from deci-
sion process.
Where,
H/W=average height to width ratio
CG Variance=variance in the center of gravity
In accordance with the FIG. 3, after the computation of the
average height to width ratio as shown in step 104, the average
height to width ratio is compared with numerical value 1 as
shown in step 106. The variance in the center of gravity is
compared with predetermined threshold value as given in step
108 and 110. If the average height to width ratio is greater
than 1, in other words if average height of the object is greater
than the average width and the variance in the center of
gravity is greater than predetermined threshold, the object is
classified under human category as per step 112. Likewise the
object is classified as cattle as shown in step 116 ifthe average
height is less than average width and variance of center of
gravity is greater than predetermined threshold value and the
object is classified as a vehicle as shown in step 118 if the
average height is less than average width and variance of
center of gravity is less than predetermined threshold value. If
the average height is greater than average width and variance
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in the center of gravity less than predetermined threshold
value then the system for classifying moving objects while
video based surveillance withdraws from the decision pro-
cess for classifying the moving object as shown in the step
114.

In order to test the invention, MPEG2 Videos were used.
Every thirtieth frame of the MPEG?2 video is fed for compu-
tation. The n” frame referred herein is actually the 30n”
frame of the original MPEG2 video. The invention has been
tested with regards to calculation of variance in center of
gravity (C.G. variance) for various moving objects are as
given below:

EXAMPLE 1
Human (Walking)

As shown in FIGS. 4A-4C, the system for classitying mov-
ing objects during video based surveillance is tested. A man is
allowed to walk through the operating range of the video
surveillance. The original frame with background is captured
via video capturing means. The object is segmented and
extracted from the captured frame. The extracted object is
divided in to two parts namely an upper halfand a lower half.
Considering the upper half of the image, the CG is calculated
and a vertical line passing through CG divides the lower half
into two parts, namely a lower left half and a lower right half.
Considering the lower left half of the extracted object, the
variance of the part of the object, which is resided in the lower
left half, from the vertical line passing through CG is calcu-
lated. Similarly, 16 consecutive frames are analyzed for the
calculation of variance in center of gravity. In this particular
example the C.G variance computation for consecutive 16
frames is 16.4000.

EXAMPLE 2
Moving Two Wheeler (Vehicle)

While analyzing the moving two-wheeler (vehicle) in the
range of video surveillance as shown in FIGS. 5A-5C, fol-
lowing the same procedure as explained in the 1st example,
16 consecutive frames are analyzed. In this particular case the
C.G variance computation for consecutive 16 frames is
1.6100.

EXAMPLE 3
Moving Car (Vehicle)

While analyzing the moving car in the range of video
surveillance as shown in FIG. 6A-6C, following the same
procedure as explained in the 1* example, 16 consecutive
frames are analyzed. In this particular case the C.G variance
computation for consecutive 16 frames is 0.2400.

ADVANTAGES

The present application provides a system for classifying
moving objects during video based surveillance in which only
the set of center of gravities computed from a sequence of
frames has to be stored for variance computation. There is no
necessity to store the object images from a sequence of
frames. Hence saving memory space ofthe video surveillance
system.

The present application uses less complicated logic for the
classification of the moving object during video surveillance.
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The present application is computationally inexpensive.

The methodology and techniques described with respect to
the exemplary embodiments can be performed using a
machine or other computing device within which a set of
instructions, when executed, may cause the machine to per-
form any one or more of the methodologies discussed above.
In some embodiments, the machine operates as a standalone
device. In some embodiments, the machine may be connected
(e.g., using a network) to other machines. In a networked
deployment, the machine may operate in the capacity of a
server or a client user machine in a server-client user network
environment, or as a peer machine in a peer-to-peer (or dis-
tributed) network environment. The machine may comprise a
server computer, a client user computer, a personal computer
(PC), a tablet PC, a laptop computer, a desktop computer, a
control system, a network router, switch or bridge, or any
machine capable of executing a set of instructions (sequential
or otherwise) that specify actions to be taken by that machine.
Further, while a single machine is illustrated, the term
“machine” shall also be taken to include any collection of
machines that individually or jointly execute a set (or multiple
sets) of instructions to perform any one or more of the meth-
odologies discussed herein.

The machine may include a processor (e.g., a central pro-
cessing unit (CPU), a graphics processing unit (GPU, or
both), a main memory and a static memory, which commu-
nicate with each other via a bus. The machine may further
include a video display unit (e.g., a liquid crystal display
(LCD), a flat panel, a solid state display, or a cathode ray tube
(CRT)). The machine may include an input device (e.g., a
keyboard) or touch-sensitive screen, a cursor control device
(e.g., a mouse), a disk drive unit, a signal generation device
(e.g., a speaker or remote control) and a network interface
device.

The disk drive unit may include a machine-readable
medium on which is stored one or more sets of instructions
(e.g., software) embodying any one or more of the method-
ologies or functions described herein, including those meth-
ods illustrated above. The instructions may also reside, com-
pletely or at least partially, within the main memory, the static
memory, and/or within the processor during execution
thereof by the machine. The main memory and the processor
also may constitute machine-readable media.

Dedicated hardware implementations including, but not
limited to, application specific integrated circuits, program-
mable logic arrays and other hardware devices can likewise
be constructed to implement the methods described herein.
Applications that may include the apparatus and systems of
various embodiments broadly include a variety of electronic
and computer systems. Some embodiments implement func-
tions in two or more specific interconnected hardware mod-
ules or devices with related control and data signals commu-
nicated between and through the modules, or as portions of an
application-specific integrated circuit. Thus, the example sys-
tem is applicable to software, firmware, and hardware imple-
mentations.

In accordance with various embodiments of the present
disclosure, the methods described herein are intended for
operation as software programs running on a computer pro-
cessor. Furthermore, software implementations can include,
but not limited to, distributed processing or component/object
distributed processing, parallel processing, or virtual
machine processing can also be constructed to implement the
methods described herein.

The present disclosure contemplates a machine readable
medium containing instructions, or that which receives and
executes instructions from a propagated signal so that a
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device connected to a network environment can send or
receive voice, video or data, and to communicate over the
network using the instructions. The instructions may further
be transmitted or received over a network via the network
interface device.

While the machine-readable medium can be a single
medium, the term “machine-readable medium” should be
taken to include a single medium or multiple media (e.g., a
centralized or distributed database, and/or associated caches
and servers) that store the one or more sets of instructions.
The term “machine-readable medium” shall also be taken to
include any medium that is capable of storing, encoding or
carrying a set of instructions for execution by the machine and
that cause the machine to perform any one or more of the
methodologies of the present disclosure.

The term “machine-readable medium” shall accordingly
be taken to include, but not be limited to: tangible media;
solid-state memories such as a memory card or other package
that houses one or more read-only (non-volatile) memories,
random access memories, or other re-writable (volatile)
memories; magneto-optical or optical medium such as a disk
ortape; non-transitory mediums or other self-contained infor-
mation archive or set of archives is considered a distribution
medium equivalent to a tangible storage medium. Accord-
ingly, the disclosure is considered to include any one or more
of a machine-readable medium or a distribution medium, as
listed herein and including art-recognized equivalents and
successor media, in which the software implementations
herein are stored.

The illustrations of arrangements described herein are
intended to provide a general understanding of the structure
of'various embodiments, and they are not intended to serve as
a complete description of all the elements and features of
apparatus and systems that might make use of the structures
described herein. Many other arrangements will be apparent
to those of skill in the art upon reviewing the above descrip-
tion. Other arrangements may be utilized and derived there-
from, such that structural and logical substitutions and
changes may be made without departing from the scope of
this disclosure. Figures are also merely representational and
may not be drawn to scale. Certain proportions thereof may
be exaggerated, while others may be minimized. Accord-
ingly, the specification and drawings are to be regarded in an
illustrative rather than a restrictive sense.

The preceding description has been presented with refer-
ence to various embodiments. Persons skilled in the art and
technology to which this application pertains will appreciate
that alterations and changes in the described structures and
methods of operation can be practiced without meaningfully
departing from the principle, spirit and scope.

We claim:

1. A system for classifying a moving object during a video-

surveillance, the system comprising:

a video capturing device configured to capture a silhouette
image frame of a video of the moving object in an
operating range of the video capturing device; and

a memory that stores instructions;

aprocessor that executes the instructions to perform opera-
tions comprising:
dividing the silhouette image frame into an upper half

and a lower half;
calculating a resizing scale factor using dimensions of
the upper half of the silhouette image frame;
resizing the silhouette image frame by applying the
resizing scale factor that facilitates a resized silhou-
ette image frame;



device is capable of giving a decision for classifying the
moving object in the silhouette image frame.

US 9,082,042 B2

9

computing an average height of the moving object and
an average width of the moving object in the resized
silhouette image frame;

computing a center of gravity of the moving object in the
resized silhouette image frame, wherein the center of >
gravity is computed based on the upper half of the
silhouette image frame;

dividing the lower half ofthe silhouette image frame into
two parts comprising a lower left half (LLH) and a
lower right half (LRH), wherein the lower half is
divided by using a vertical line passing through the
center of gravity;

calculating a variance of the center of gravity based on
consecutive frames of the silhouette image frame cor-
responding to change in one of the two parts of the
lower half with respect to the center of gravity;

comparing the average height of the moving object with
the average width of the moving object;

comparing the variance of the center of gravity with a
predetermined threshold value; and

classifying the moving object in the silhouette image
frame into a predetermined class based on the com-
parison of the average height of the moving object
with the average width of the moving object, and
comparison of the variance of the center of gravity
with the predetermined threshold value.

2. The system of claim 1, wherein the video capturing

10

15

20

25

device comprises a video camera, a closed-circuit television
camera, or an internet protocol camera.

30
3. The system of claim 1, wherein the video capturing

device is configured for classifying the moving object during
video surveillance.

4. The system of claim 1, wherein the video capturing
35

5. The system of claim 1, wherein the moving object is

classified as a human if the average height of the moving
object is greater than the average width of the moving object
and the variance of the center of gravity is greater than the
predetermined threshold value.

40

6. The system of claim 1, wherein the moving object is

classified as a cattle if the average height of the moving object
is less than the average width of the moving object and the
variance of the center of gravity is greater than the predeter-
mined threshold value.

45

7. The system of claim 1, wherein the moving object is

classified as a vehicle if the average height of the moving
object is less than the average width a of the moving object
and the variance of the center of gravity is less than the
predetermined threshold value.

50

8. The system of claim 1, wherein the video capturing

device does not classify the moving object when the silhou-
ette image frame of the moving object is not captured.

9. The system of claim 1, wherein the system does not 55

classify the moving object when the average height of the
moving object is greater than the average width of the moving
object and the variance of the center of gravity is less than the
predetermined threshold value.

10. The system of claim 1, wherein the system is config- 60

ured to sound an alarm upon detection of an object of interest
in the operating range of the video capturing device.

11. A method for classifying a moving object during a

video surveillance, the method comprising:

capturing, by a processor, a silhouette image frame of a 65
video of the moving object in an operating range of the

video surveillance using a video capturing device;
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dividing the silhouette image frame into an upper half and
a lower half;

calculating a resizing scale factor using dimensions of the

upper half of the silhouette image frame;

resizing the silhouette image frame by applying the resiz-

ing scale factor that facilitates a resized silhouette
image;

computing an average height of the moving object and an

average width of the moving object in the resized sil-
houette image frame;

computing, by the processor, a center of gravity of the

moving object in the resized silhouette image frame,
wherein the center of gravity is computed based on the
upper half of the silhouette image frame;

dividing the lower half of the silhouette image frame into

two parts comprising a lower left half (LLLH) and a lower
right half (LRH), wherein the lower half is divided by
using a vertical line passing through the center of grav-
ity;

calculating a variance of the center of gravity based on

consecutive frames of the silhouette image frame corre-
sponding to change in one of the two parts of the lower
half with respect to the center of gravity;

comparing the average height of the moving object with the

average width of the moving object;

comparing the variance of the center of gravity with a

predetermined threshold value; and

classifying the moving object in the silhouette image frame

into a predetermined class based on the comparison of
the average height of the moving object with the average
width of the moving object, and comparison of the vari-
ance of the center of gravity with the predetermined
threshold value.

12. The method of claim 11, wherein the video capturing
device comprises a video camera, a closed-circuit television
camera, or an internet protocol camera.

13. The method of claim 11, wherein the video capturing
device is configured for classitying the moving object during
video surveillance.

14. The method of claim 11, wherein the video capturing
device is capable of giving a decision regarding classification
of the moving object captured in the silhouette image frame.

15. The method of claim 11, wherein the moving object is
classified as a human if the average height of the moving
object is greater than the average width of the moving object
and the variance of the center of gravity is greater than the
predetermined threshold value.

16. The method of claim 11, wherein the moving object is
classified as a cattle if the average height of the moving object
is less than the average width of the moving object and the
variance of the center of gravity is greater than the predeter-
mined threshold value.

17. The method of claim 11, wherein the moving object is
classified as a vehicle if the average height of the moving
object is less than the average width of the moving object and
the variance of the center of gravity is less than the predeter-
mined threshold value.

18. The method of claim 11, wherein the video capturing
device withdraws from classifying the moving object when
the silhouette image frame of the moving object is not cap-
tured.

19. The method of claim 11, wherein the moving object is
not classified when the average height of the moving object is
greater than the average width of the moving object and the
variance of the center of gravity is less than the predetermined
threshold value.
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20. The method of claim 11, further comprising sounding
an alarm upon detection of an object of interest in the oper-
ating range of the video capturing device.

21. The system of claim 1 further configured to store a
plurality of centers of gravity for variance computation,
wherein the plurality of centers of gravity are computed from
a sequence of frames is stored, thereby obviating a need to
store a plurality of images of the moving object.

22. The method of claim 11 further comprising storing a
plurality of centers of gravity for variance computation,
wherein the plurality of centers of gravity are computed from
a sequence of frames is stored, thereby obviating a need to
store a plurality of images of the moving object.

#* #* #* #* #*
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